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A Summary Statistics

Table A.1:

House Members’ Positions on Civil Rights.

Summary Statistics of Four Measures of
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Note: This table presents the distributions of four measures of civil rights positions of House members
by parties and by year. Roll calls represent a dummy variable indicating whether a member voted
or not for a civil rights bill; petitions represent a dummy variable for signing a discharge
petition for advancing a civil right bill; speeches represent a dummy variable indicating whether a
member delivered at least one pro-civil right speech during a certain Congress; bill sponsorship is a
count variable measuring how many civil rights bills a member initialized during a certain Congress.

Llyesﬂ




B MCMC Algorithm for the Empirical Application

In Section 3.4, we introduce the MCMC algorithm for a general IgCRP process. In this
section, we present a specific algorithm for the empirical application. Most parts of the
algorithm are the same as the corresponding parts of the general algorithm. Here we explain
the parts specific to the application example.

As in Section 3.4, at the beginning of the algorithm, set an arbitrarily large number K to
truncate the number of clusters. Then initialize the starting values of gP[st] and g%[st] for
s=1,2,...,50 and t = 73,74, ...,92. After initialization, each iteration of the Gibbs sampler

proceeds as follows:
1. Update Gk, Nk, Wk, )\k for k = 1, 2, ey K

(a) The Posterior Distribution of 6y
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(c) The Posterior Distribution of wy

wi, ~ Beta(aw, + N, B + NG)
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(d) The Posterior Distribution of A

i ~ Gamma(a,, + Cy, B, + N,)
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2. Sample the Transition Probability p

To sample p, we first introduce a series of dummy variables d% and df for t = 2,3, ..T

and i = 1,2, ..., N to indicate self-transitions.

(a) Sample d and df)
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(b) Sample p
p ~ Beta(ay, + Ny, B, + Na)

D9 WS 9 o

s=1t=T2 s=1 t=T2
50 93
D R
I ) ILETNS 5 SR
s=1 t=T2 s=1t=T2

3. Update the Stick-breaking Weight #f and ¢} :
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4. Update g”][st] and g%[st]
Here we introduce the sampling algorithm for g”[st]. The algorithm for g#[st] follows
the same pattern.
Let define gP[t] = (¢P[1t], g”[2t], ..., gP[50t]), @' = (¢t, ¢, ..., ¢%)". Let Y2 represent
the collection of (V;5., Zstj,S{j;’t,Bf;f) for all i = 1,2,..,I0 and j = 1,2, ... JY JJF;

YP = (YR, Y,P .. YE). Finally, let define ©;, = (05, n1,, wi, \r.)'
We sample gP[92],....,gP[t], ..., gP[73]in turn.
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C Simulation Study

In this section, we describe two simulations to highlight two kinds of group membership
changes over time. In one simulation, we generate group memberships based on a structural
break model; in the other simulation, we generate group memberships based on a gradual

change model. We will show that the proposed method works well in both situations.

C.1 Data Generating Process

Recall the question of changing voting group we described in the motivating example. To
simplify, we set up the question as the following: there are T" = 30 parliamentary sessions,
N = 50 representatives, and M = 4 issues to vote in each session. There are different voting
groups in the parliament. For representative ¢ in a voting group g, the probability of voting
“yea” for issue j in session ¢ follows a Bernoulli distribution, Bernoulli(6,;;). We use different
ways to generate group memberships in simulation 1 and simulation 2.

Simulation 1: a structural break model. Two transition points at ¢ = 11 and 21
separate the 30 parliamentary sessions into three periods. In the first period, there are 3
groups, with 20 representatives in group 1, 20 representatives in group 2, and 10 representa-
tives in group 3; entering into the second period, 5 representatives in group 1 change to group
2 and 10 representatives in group 2 shift to group 1; in the last period, 5 representatives in
group 1 change to group 2, 5 representatives in group 3 move to group 1, and the other 5
representatives in group 3 move to group 2.

To summarize, there are 3 groups in the first and second periods, and only 2 groups in the
last period. For each group, we generate the parameter 0,;; of the Bernoulli distribution that
models the voting outcomes from a uniform distribution. For group 1, the four uniform dis-
tributions for the four voting issues are Uniform(0.8, 1), Uniform(0.7,1), Uniform(0, 0.2)
and Uniform(0, 0.3); for group 2, they are Uniform(0, 0.2), Uniform(0, 0.3), Uniform(0.8,1)
and Uniform(0.7, 1); for group 3, they are Uniform(0.7, 1), Uniform(0, 0.2), Uniform(0, 0.3)
and Uniform(0.8,1).

Simulation 2: a gradual change model. In the first 5 parliamentary sessions, there
are 3 groups with 20, 20, and 10 representatives in each group. From ¢t = 6 to t = 25, repre-
sentatives in group 1 may change to group 2 with a probability of 0.5, and this change may
happen at any time during this period; similarly, with a probability of 0.5, representatives in
group 2 may shift to group 1 at a random time; for representatives in group 3, they will shift
to group 1 with a probability of 0.5 and otherwise they will shift to group 2. The process
to generate 0,;; for each group g and each issue j in session ¢ is the same as the process in

simulation 1.



C.2 The Model

In section 3, we only describe a general version of the proposed method. Here, we introduce
the detailed model we use to analyze the simulated data.

Let g[it] represent the group of representative i in session ¢. Then,

g~ IgCRP(’% Qp, ﬁp)

For Vi;;, the vote of issue j that representative ¢ in sessions ¢ casts, we assume it follows
a Bernoulli distribution Bernoulli(6;x) for g[it] = k. Unlike the data generating process, we
assume that 6;; does not change with ¢. As we will show, the model still works well under
this assumption.

Vije ~ Bernoulli(6); g[it))

For glit] = 1,2, ..., k, ..., we assume:
ij ~ Beta(awg).

The MCMC algorithm for this model is a simplified version of the MCMC algorithm we

use for the empirical application. Thus, we skip the detailed algorithm here.

C.3 Results

We first investigate whether the proposed method can detect the true transition points. For
each unit, we calculate the probability that the unit in the current time and in the former
time are in different groups. A probability approaching 1 indicates a transition point. As
shown in Figure C.1, the proposed method detects almost all transition points, successfully
recovering both the structural break model and the gradual change model.

Besides checking whether the proposed method can detect the true transition points, we
also investigate whether our method recovers true group memberships across units and over
time together. For this purpose, we calculate the probability that two observations (they
are either from different units,or in different time points, or both) are in the same group
for all possible pairs. As we know the true group memberships in simulation studies, we
separate pairs in different groups from pairs in the same group. For pairs in different groups,
we expect the density of probabilities that two observations are in the same group to center
around 0; for pairs in the same, we expect the density of probabilities to center around 1. As
shown in Figure C.2, the proposed method discovers the true group memberships for both

the structural break model and the gradual transition model.
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(1) Recover Structural Break Model (2) Recover Gradual Change Model

Figure C.1: Probabilities of Changing to a New Group. In the left figure, data is generated
through a structural break model; in the right figure, data is generated through a gradual
change model. A square represents the probability that the unit in the current time changes
to a different group. The true transition points are circulated with green lines. This figure
shows that no matter the data is generated through a structural break model or a gradual
change model, the proposed method works well in identifying the transition point.
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Figure C.2: Densities of Probabilities that Two Observations are in the Same Groups. As we
know the true memberships, we can separate pairs in the same groups from pairs in different
groups and calculate the densities separately.
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